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a b s t r a c t

Few-shot Learning (FSL) is a challenging problem that aims to learn and generalize from limited
examples. Recent works have adopted a combination of meta-learning and transfer learning strategies
for FSL tasks. These methods perform pre-training and transfer the learned knowledge to meta-
learning. However, it remains unclear whether this transfer pattern is appropriate, and the objectives
of the two learning strategies have not been explored. In addition, the inference of meta-learning in FSL
relies on sample relations that require further consideration. In this paper, we uncover an overlooked
discrepancy in learning objectives between pre-training and meta-learning strategies and propose a
simple yet effective learning paradigm for the few-shot classification task. Specifically, the proposed
method comprises two components: (i) Detach: We formulate an effective learning paradigm, Adaptive
Meta-Transfer (A-MET), which adaptively eliminates undesired representations learned by pre-training
to address the discrepancy. (ii) Unite: We propose a Global Similarity Compatibility Measure (GSCM)
to jointly consider sample correlation at a global level for more consistent predictions. The proposed
method is simple to implement without any complex components. Extensive experiments on four
public benchmarks demonstrate that our method outperforms other state-of-the-art methods under
more challenging scenarios with large domain differences between the base and novel classes and less
support information available. Code is available at: https://github.com/yaoyz96/a-met.

© 2023 Elsevier B.V. All rights reserved.
1. Introduction

Humans can learn a concept from a few examples and gen-
ralize it to a new scenario. For example, a child can easily
eneralize the concept of ‘‘zebra’’ from a single picture. However,
espite achieving impressive results in many visual recognition
asks, deep learning methods have failed to learn like human.
otivated by the learning ability of human, few-shot learning

FSL) [1] has been proposed to mimic this generalization ability
nd learn new concepts from very few labeled examples, which
akes those deep learning methods more challenging and often

eads to overfitting. Recently, there have been numerous works
xploring the application of few-shot learning in various domains,
uch as image classification [2], object detection [3], and semantic
egmentation [4]. These works aim to enhance the performance
f deep learning models in more realistic scenarios.
With a few labeled examples, we can in principle train a

lassifier to assign a class label to each unlabeled example. But
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due to the scarcity of labeled data, the classifier usually tends
to overfit. One practical approach is to apply transfer learning
[5–7] to alleviate this problem. The basic idea is to pre-train a
model on sufficient examples (base classes Dbase) and then fine-
tune the model on a target task to learn unseen classes (novel
classes Dnovel). But in practice, most works have to freeze the
feature encoder and only train a new classifier on Dnovel due to
the data scarcity [8–10]. The transfer learning strategy in FSL is
shown in the upper left side of Fig. 1. Some works [6,11] hold that
this strategy can attain satisfactory performance in FSL. However,
their base classes in pre-training usually have the same domain
as novel classes. Recent work BiT [12] proposed that with large-
scale labeled data (e.g. ImageNet-1k or ImageNet-22k [13]), the
pre-trained model can get a more generalized representation for
novel classes. But this means that it requires even much more
computing resources.

Learning to learn [14] is a key idea that forms the basis of
meta-learning, another prevalent learning strategy for FSL. Meta-
learning defines a learning mechanism for FSL, often termed
episodic learning. Different from standard deep learning, the train-
ing/test data of episodic learning is a collection of tasks (S,Q), in-

stead of data itself. In each task, we can randomly select C unique
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Fig. 1. Overview of the few-shot learning strategies: (a) Meta-learning, the training data is a collection of tasks (S,Q), instead of data itself. The model is optimized to
perform well on Dbase(S,Q) to get generalization ability (meta-knowledge) across various task on Dnovel(S,Q). (b) Transfer learning involves pre-training a model on
sufficient examples Dbase . Then, the feature encoder is frozen and a new classifier is fine-tuned using labeled novel data (NS) to enable predictions on unlabeled novel
data (NQ ). (c) Meta-Transfer combines meta-learning and transfer learning strategies. After the pre-training stage, the classifier is removed and the feature encoder
is meta-trained to perform on various tasks to get meta-knowledge. (d) The proposed Adaptive Meta-Transfer differs from Meta-Transfer in that the classifier is used
to eliminates domain bias during the meta-training stage. By employing an adversarial learning approach within a two-branch architecture, the feature encoder is
able to adaptively eliminate bias, resulting in better transferability.
classes, K labeled samples (support-set S), and N unlabeled sam-
ples (query-set Q) within each class. The predictions of Q are
based on the S . Typically, for a task that is composed of C classes,
K support samples for each class are usually formulated as a
C-way K-shot task. The model is optimized to perform well on
Dbase(S,Q) to get generalization ability (meta-knowledge) across
various tasks on Dnovel(S,Q). The meta-learning strategy in FSL
is shown in the upper right side of Fig. 1. Benefiting from this
learning mechanism, meta-learning is a promising way for FSL
[15,16], which enables the model to quickly adapt to different
scenarios.

Inspired by the two learning strategies, some works [17–20]
have proposed that meta-learning in cooperation with trans-
fer learning becomes a stronger learning paradigm for FSL. We
denote this two-stage learning paradigm as Meta-Transfer. Specif-
ically, they first pre-train a standard classification network, i.e. fea-
ture encoder with a linear classifier, to get a converged feature
encoder with transferability. Then they directly remove the linear
classifier and meta-train the feature encoder to perform various
tasks. However, with limited pre-training or support samples
available, the performance of this paradigm still suffers. We
perform episodic inference on the learned feature encoder and
found two major reasons for misclassification. First, the model
tends to place attention on small, incomplete features, which
can negatively impact the similarity measurement between query
and support samples in few-shot tasks. We attribute this phe-
nomenon to an instance-specific bias arising from the presence
of a classifier. Second, the less support information available,
the more difficult for the model to distinguish commonalities
between samples. We hold that different learning strategies will
make a discrepancy between the two model’s objective and nat-
urally brings an embedding gap. The pre-trained feature encoder
works together with the linear classifier to perform classifica-
tion tasks, thus limiting its representation quality. Moreover, the
episodic inference is based on the commonality between query
and support samples, thus representing samples independently
is sub-optimal.

In this work, we explore the insights into the cooperation
between transfer learning and meta-learning strategies. Based on

the few-shot classification (FSC) task, we uncover an overlooked

2

discrepancy in learning objectives between the two strategies.
Compared with the popularly used Meta-Transfer [19,21], we are
concerned about the objective discrepancy and aim to detach
undesired incomplete representations learned by pre-training.
To this end, we propose a two-branch learning paradigm Adap-
tive Meta-Transfer (A-MET) to adaptively eliminate the incom-
plete representations for stronger feature embeddings with better
transferability. The learning strategies Meta-Transfer and Adap-
tive Meta-Transfer are shown in Fig. 1. Moreover, we analyze
the prediction mechanism and propose a new Global Similar-
ity Compatibility Measure (GSCM) to jointly re-embed sample
representations, which unite the query and support samples for
more consistent predictions. Different from RelationNet [22] and
CANet [23], GSCM considers sample correlation from a global
level which reduces the probability of noise. GSCM does not intro-
duce extra parameters, while efficiently facilitating metric-based
meta-learning.

We conduct comprehensive experiments on the popular mini-
ImageNet [1], tiered-ImageNet [24], Omniglot [25], and CUB [26]
datasets. Experimental results demonstrate the effectiveness of
the proposed method and show it has more advantages with large
domain differences between the base and novel classes and less
support information available.

Our contributions are summarized as follows.

• We are the first to explore the insights behind the cooper-
ation between transfer learning and meta-learning strate-
gies and uncover an overlooked but important discrepancy
in learning objectives. Compared with the popularly used
learning paradigm, we propose a simple but effective learn-
ing paradigm applicable for FSC with arbitrary network ar-
chitectures.
• We formulate an effective learning paradigm A-MET for

learning stronger feature embeddings with better trans-
ferability. A-MET adaptively eliminates undesired incom-
plete representations learned by the pre-training stage and
solves the objective discrepancy between the two learning
strategies, which has more advantages with large domain

differences between the base and novel classes.
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• We propose a simple representation measurement GSCM
to represent samples by jointly re-embedding sample rep-
resentations for more consistent prediction results within
related samples. GSCM considers sample correlation from a
global level, which reduces the probability of noise and has
more advantages with less support information available.

2. Related work

2.1. Transfer learning for FSL

Transfer learning [27] has achieved great success in many
tasks, especially when the available data is limited. Recent works
apply transfer learning to perform FSL tasks [5–7]. They usually
conduct pre-training on sufficient examples (base classes Dbase)
and then fine-tune the model on the target task to learn unseen
classes (novel classes Dnovel). Concretely, they pre-train a feature
encoder fθ and a classifier C(·|Wb) from scratch by minimizing a
cross-entropy loss. Given the pre-trained feature encoder, they
append a new classifier C(·|Wn) and fine-tuning the network
using the few novel examples. During the fine-tuning stage, they
have to freeze the feature encoder and only train a new classifier
due to the data scarcity of novel classes [8–10]. However, their
base classes in pre-training usually have the same domain as
novel classes. This is seldom satisfied in real applications exists
a large domain gap between the base and novel classes.

2.2. Meta-learning for FSL

Meta-learning is a de facto framework for FSL [1,28]. It entails
training a meta-learner on a set of tasks (known as an ‘‘episode’’),
with the goal of extracting meta-knowledge that can be trans-
ferred to new tasks with scarce data. Various meta-learning
architectures for FSL have been proposed, including memory-
based methods [29–31], optimization-based methods [9,32,33],
and metric-based methods [1].

Currently, the metric-based method has become a mainstream
approach for FSL. The classic work Prototypical Networks [28]
proposed to compute the average features of each class in the
support-set as the prototype for each class. The classification of
query samples is performed by calculating the similarity between
each prototype and the query samples. Specifically, they compute
an M-dimensional feature embedding for each support sample
through an embedding function fθ : RD

→ RM with learnable
parameters θ . The prototype is the mean feature vector of the K
upport that belongs to its class. However, in the more realistic
-shot situation, it suffers a severe performance penalty.
An intuitive reason is that the prediction lacks sufficient sup-

ort information. Another underlying reason that is overlooked
y most works, that is the inference is fragile to irrelevant fea-
ures. To be specific, neural networks cannot distinguish what
s key information in the current task because each sample is
onsidered independently. This problem has been concerned in
ome works [22,23,34], they worked on designing a complex
etwork with greater capacity to focus on common features. Re-
ationNet [22] presented a relation module as a learnable metric
ointly trained with deep representations. CANet [23] proposed
cross attention network generate attention maps for each pair
f prototype and query samples. ArL [34] proposed to learn ob-
ect class concepts for relation learning. RENet [35] presented
relational embedding mechanism that enables learning from

he relations between different classes. However, they consider
ample correlation at a local level, which still suffers from the
arge variance across domains. Different from previous works,
e propose a simple measurement GSCM to jointly represent
amples from global level for more consistent predictions. GSCM
oes not introduce extra parameters, while efficiently facilitating
etric-based meta-learning.
3

2.3. Meta-transfer

Many works [17,19] have shown that, rather than meta-
learning from scratch, making a pre-training and transfer the
learned knowledge to meta-learning can learn a stronger rep-
resentation to generalize to new tasks. In these approaches, a
standard classification network is initially pre-trained to obtain
a converged feature encoder. Subsequently, the linear classifier
is removed, and the feature encoder is meta-trained to per-
form various tasks. This learning paradigm can be denoted as
Meta-Transfer (MET). However, whether this transfer pattern is
appropriate remains unclear and requires further discussion.

Meta-Baseline [19] described and evaluated a conflict between
the pre-training and meta-learning from the aspect of the gener-
alization ability of base and novel classes. IFSL [36] explained the
limitations of the pre-trained model in terms of structural causal.
They argue the pre-trained knowledge is a confounder that limits
the meta-learning performance. However, they are both not con-
cerned about the objective discrepancy between the two learning
strategies and solving it. CAE [37] claimed that the linear layer
would constrain the ability of the feature encoder, thus bringing
negative effects for downstream tasks. Their opinion is similar to
ours, but it has not been verified in the FSL field.

Different from the above works, we specifically focus on the
overlooked yet important problem of objective discrepancy be-
tween pre-training and meta-learning, aiming to bridge this gap
for stronger feature embeddings with better transferability. LNL
[38] proposed a regularization algorithm to constrain the model
learning from biased data, where explicitly define the undesired
attributes to not learn. Inspired by LNL, we formulate an effective
learning paradigm that adaptively eliminates undesired represen-
tations to resolve the discrepancy in learning objective between
the two training strategies. Different from LNL, the proposed
learning paradigm does not require an explicit definition of the
supervised attributes and can be applied to arbitrary network
architectures.

3. Method

3.1. Task formulation

We consider the task of few-shot classification (FSC). Formally,
we have a base class set Dbase (training set) and a novel class set
Dnovel (test set), where the Dbase

⋂
Dnovel = ∅. The goal of FSC is

to learn from Dbase and generalize to Dnovel. Moreover, Dnovel only
has a few labeled data, which are termed as support-set, and the
remaining unlabeled data termed as query-set. We can model the
knowledge from Dbase and test on Dnovel.

Following the two-stage learning paradigm, we first encode
the transferable knowledge from Dbase in a standard supervised
manner (i.e. pre-training). We train a feature encoder fθ with a
linear classifier lϕ from scratch on the Dbase. Formally, we denote

ϕ(y|x; θ ) as the learned model, where x is the input data, y is
the data label, ϕ and θ are the parameters for any linear classifier
and feature encoder, respectively. By considering Ly(x; θ, ϕ) as the
oss function and E(fθ , lϕ) as the objective function of Pϕ(y|x; θ ),
he model can be optimized via:

(fθ , lϕ) =
1
N

∑
i=1...N

Ly(xi; θ, ϕ), (1)

where N denotes the number of samples in one batch. The loss
function Ly for sample x can be defined as:

Ly = −log
exp(pk(x))∑ , (2)

j exp(pj(x))
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where pj(x) = lϕ(fθ (x))[j] denotes the logits of the classifier for the
jth category of input sample x. We aim to minimize the objective
function and find the optimal parameters to ensure an overall
good prediction result:

ϕ̂, θ̂ ← argmin
ϕ,θ

E(fθ , lϕ). (3)

In the meta-training stage, the episode is designed to simulate
the settings in meta-testing. Specifically, Dbase is re-organized
as training episodes {(Si,Qi)}. Each episode is formed by ran-
domly selecting C classes from Dbase and its support-set Si =

{(x(i)s , y(i)s )|y(i)s ∈ Dbase}
C×K
i=1 , which contains K labeled samples for

each class. The rest Q samples of those C classes are served as
query-set Qi = {(x

(i)
q , y(i)q )|y(i)q ∈ Dbase}

C×Q
i=1 . The learned feature en-

coder fθ maps each support-set Si to an embedding space, where
each class is represented by a single prototype ck ∈ RM that is
surrounded by the examples of that class. M is the dimension of
the feature embedded by fθ . The prototype ck of class k is defined
s the average of all embedded support samples in that class:

k =
1
|Sk|

∑
(xi,yi)∈Sk

fθ (xi), (4)

where Sk denotes support samples from class k. Given a similarity
measurement m : RM

→ RC , where C is the number of classes
in one episode, the probability distribution over classes for the
query samples can be defined as:

p(y = k|x) =
exp(−m(fθ (x), ck))∑C

k′=1 exp(−m(fθ (x), ck′ ))
. (5)

3.2. Adaptive meta-transfer

Due to the limited availability of pre-training samples, the
pre-trained model inevitably leans towards instance-specific bias,
which hinders its ability to transfer to new classes. We aim to
train a feature encoder fθ that focuses on more general features,
and thus performs well on unseen novel classes. The feature
encoder can be optimized via Eq. (1) in the pre-training stage. In
this section, we focus on the meta-learning stage. Fig. 2 illustrates
the meta-learning stage of the proposed learning paradigm, we
denote the two-branch architecture as Adaptive Meta-Transfer.

The training data Dbase and the test data Dnovel both have
omplex and unknown distributions, which are referred as U(x)
and V (x), respectively. We define the instance-specific bias in
dataset D as B. Assume that B contains every possible target
bias b(·) that D can possess, where b : D → B. The pre-

training stage ensures an overall good prediction performance of

4

the combination of the feature encoder fθ and the linear classifier
lϕ on U(x) with the learning objective:

⟨fθ , lϕ⟩ : lϕ(fθ (x)) ∼ U(x), (6)

where ⟨·⟩ represents the integrated optimization objective. How-
ver, U(x) includes both domain-invariant and domain-specific
eatures (i.e., bias) simultaneously. As a result, the feature encoder
θ is inevitably leaning towards bias, and the learning objective of
θ can be denoted as:

⟨fθ ⟩ : fθ (x) ∼ I(x)+ BU (x), (7)

here I(x) is the domain-invariant feature distribution and BU (x)
s the domain-specific feature distribution on U(x). Our goal is to
etach the BU (x) learned by ⟨fθ , lϕ⟩ from fθ and make:

⟨fθ ⟩ → O′⟨fθ ⟩,where O′⟨fθ ⟩ : fθ (x) ∼ I(x). (8)

Measuring BU (x) explicitly is however non-trivial. The coop-
ration between the fθ and lϕ in the pre-training stage leads to
ur idea. We devote to decrease the impact of lϕ in fθ in the
eta-training stage. Specifically, the combination of fθ and lϕ
as been learned from I(x) and BU (x) during the pre-training
tage by minimizing the loss function Ly defined in Eq. (2). In
he meta-learning stage, fθ is further trained to provide consistent
redictions on U(x). Consequently, we aim to find the parameters
that maximize the loss Ly of the classifier lϕ , while simulta-
eously seeking the parameters θ that minimize the loss Lf . In
ractice, we jointly train the fθ and lϕ with adversarial strategy,
nd the optimization target can be achieved by gradient reversal
ayer gτ , parameterized by τ . Thus, the fθ and lϕ can be optimized
teratively through:

ˆ
θ ← ⟨∇Lf ,−τ∇Ly⟩, (9a)

ϕ ← ⟨∇Ly⟩, (9b)

here Ly denotes the loss function which has been defined in
q. (2) and Lf can be defined as the cross-entropy loss for the
robability distribution p(y|x) in Eq. (5):

f = −log
exp(−m(fθ (x), ck))∑C

k′=1 exp(−m(fθ (x), ck′ ))
= −logp(y = k|x). (10)

The forward and backward propagation of the gradient rever-
sal layer can be defined as:

gτ (x) = x,
dgτ

dx
= −τ I, (11)

where τ is a constant hyper-parameter of the gradient reversal
layer and I is an identity matrix. Thus, the final objective function
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˜ (fθ , lϕ) =
1
Ne

( ∑
i=1..Ne

Lf (h(m(fθ (xi; θ ), ci)), yi)

+

∑
i=1..Ne

Ly(lϕ(gτ (fθ (xi; θ );−τ );ϕ), yi)
)

=
1
Ne

( ∑
i=1..Ne

Lif (x; θ )+
∑

i=1..Ne

Liy(x; θ, ϕ, τ )
)
,

(12)

where Ne is the number of episodes. h(·) is a mapping function
that maps the similarity matrix to prediction. m is a similarity
measurement has described in Eq. (3). c is the class prototype
defined in Eq. (2). The fθ and lϕ can be iteratively optimized
through the following functions (with learning rate α):

ϕ̂, θ̂ ← argmin
ϕ,θ

Ẽ(fθ , lϕ), (13a)

θ̂ ← θ − α(
∂Lf
∂θ
− τ

∂Ly
∂θ

), (13b)

ϕ̂← ϕ − α
∂Ly
∂ϕ

. (13c)

Algorithm 1 summarizes the proposed learning paradigm. In
articular, lϕ is a fully connected layer and is specifically used for
he joint training stage and does not affect the final performance.
he critical requirement is to ensure the same lϕ is utilized in
oth learning stages.

Algorithm 1 The proposed learning paradigm. n: the number of
examples in the Dbase. Nc : the number of classes. Ne: the number
of episodes. C , K , and Q have been defined above. RandomSam-
ple(A, B) denotes chosen B elements randomly from A, without
replacement. (·)ij denotes the samples of (·) with i-th episode and
-th class.
Input: The training set Dbase = {(x1, y1), ..., (xn, yn)}, where each

yi ∈ {1, ...,Nc}.
Output: Feature extractor fθ .
1: Randomly initialize θ and ϕ

2: for samples in Dbase do
3: Optimize θ and ϕ → lϕ(fθ (x)) ∼ U(x) ▷ Eq. (1)
4: end for
5: for i in {1, ...,Ne} do
6: Di ← RandomSample({1, ...,Nc}, C)
7: for j in {1, ..., C} do
8: Sij ← RandomSample(Dij, K )
9: Qij ← RandomSample(Dij\Sij,Q )

10: end for
11: fθ (Si,Qi)→ (fθ (Si), fθ (Qi)) ∈ R(K+Q )×M

12: update Lf (h(m(fθ (Qi; θ ), ci)), {Yi})
13: lϕ(fθ (Qi)) ∈ RQ

14: update Ly(lϕ(gτ (fθ (Qi; θ );−τ );ϕ), {Yi})
15: Optimize θ and ϕ:
16: θ̂ ← θ − α( ∂Lf

∂θ
− τ

∂Ly
∂θ

) ▷ Eq. (13b)
17: ϕ̂← ϕ − α

∂Ly
∂ϕ

▷ Eq. (13c)
8: end for

3.3. Global similarity compatibility measure

Intuitively, predictions on the query sample can be made by
omparing its similarity with each support prototype. However,
n the more realistic 1-shot situation, the model suffers a severe
erformance penalty. This can be attributed to the fragility of the
nference process when dealing with irrelevant features. In other
5

words, the model struggles to distinguish the key information
relevant to the current task. Specifically, a generic feature encoder
fθ maps the input data D to feature embedding: D → RM .
Each episode can be modeled as fθ ({xi}Ni=1),N = (K + Q ) ×
C , and the feature embedding is a row-stacked matrix F =

{fθ (xi)}Ni=1 ∈ RN×M . Therefore, the collection of feature embedding
for an episode can be defined as:

Fe =

[
Fs
Fq

]
∈ RN×M , (14)

where the support-set and query-set feature embedding can be
represented as:

Fs = [f (1)s , f (2)s , . . . , f (K×C)s ]
T
∈ RK×C×M , (15a)

Fq = [f (1)q , f (2)q , . . . , f (Q×C)q ]
T
∈ RQ×C×M , (15b)

where fs ∈ RM and fq ∈ RM represent the support sample
and query sample feature, respectively. To make a prediction on
the query-set, a common practice is to calculate the similarity
between ck and fq, where ck is the support prototype defined
in Eq. (4). However, Fe treats the query and support feature
embeddings independently and the measurement is fragile to
noise introduced by scale, occlusion, background, etc.

To tackle this issue, we propose establishing global depen-
dencies between the query sample and each support sample. By
incorporating global dependencies, the model can consider more
comprehensive and informative feature representations, enabling
predictions based on a holistic view of the input. In practice, we
transform the feature embedding of each sample into a global
similarity representation T , from space RM to RN , to construct the
correlation with each sample. The transformation can be obtained
by Fe × F ′e → Te. The F ′e can be defined as:

F ′e =
[
F ′s F ′q

]
∈ RM×N , (16)

where

F ′s = [f
(1)T
s , f (2)

T

s , . . . , f (K×C)
T

s ] ∈ RM×K×C , (17a)

F ′q = [f
(1)T
q , f (2)

T

q , . . . , f (Q×C)
T

q ] ∈ RM×Q×C . (17b)

The transformed feature embedding collection Te can be de-
noted as:

Te =

[
Ts
Tq

]
∈ RN×N , (18)

where

Ts = [t (1)s , t (2)s , . . . , t (K×C)s ]
T
∈ RK×C×N , (19a)

Tq = [t (1)q , t (2)q , . . . , t (Q×C)q ]
T
∈ RQ×C×N . (19b)

In practice, the transformation can be computed efficiently by
the inner product operation. Each transformed weight w(i,j) rep-
resents the similarity between the sample xi and xj. The feature
embedding t (i) of xi can be denoted as:

t (i) = [w(i,1), . . . , w(i,j), . . . , w(i,N)] ∈ RN×1, (20)

where w(i,j) equals to 1 when i = j, which represents the
similarity between the sample and itself.

The Te considers that two samples satisfying similarity consis-
tency are compatible. In other words, each sample is represented
based on its relationship with other samples. When we say that
two samples are similar, it means that they share the same
relationship with other samples, rather than simply measuring
the similarity between the two samples themselves. We define
the global similarity compatibility measure between the sample
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Fig. 3. The calculation process of the proposed global similarity compatibility
easure.

i and xj as follows:

C(xi, xj) = cos(t (i), t (j))

=
t (i) · t (j)

∥t (i)∥∥t (j)∥

=

∑N
k=1 w(i,k) × w(k,j)√∑N

k=1(w(i,k))2 ×
√∑N

k=1(w(k,j))2
.

(21)

If sample xi and xj is compatible, C(xi, xj) → 1, and the
elationship between the two samples and other support samples
s consistent. The GSCM reduces the probability of noise being
nvolved in the compatible set and enhances the robustness of
redictions. Meanwhile, GSCM is decoupled from a specific net-
ork structure and can be applied to any features derived from
feature encoder. An illustration of the GSCM is shown in Fig. 3.

. Results on standard benchmarks

.1. Datasets

To verify the proposed method, we perform the few-shot
lassification task under three scenarios:

• Handwritten character recognition task, with one handwrit-
ten dataset Omniglot [25].
• Generic object recognition task, with two general object

datasets based on ImageNet [39], i.e. mini-ImageNet [1] and
tiered-ImageNet [24].
• Fine-grained image classification task, with one fine-grained

classification dataset CUB-200-2011 [26] (CUB for short).

Omniglot [25] is a dataset of 1623 handwritten characters
classes) collected from 50 different alphabets. Each character
ontains 20 examples, which are written by a different human
ubject. Omniglot has a two-level hierarchy, i.e. alphabets and
haracters. A large number of classes and a few examples makes
mniglot a suitable benchmark for FSC. A common data set-
ing [1,28] flattens and ignores its two-level hierarchy of alpha-
ets and characters. They use 1200 characters and augment the
haracter with rotations (4800 classes in total) for training, and
he remaining characters for testing. We follow this setting for the
valuation of the proposed method. Furthermore, We also follow
he settings of original splits [25] which is more challenging since
he split is on the alphabets level, where 30 alphabets are for
raining and 20 for testing. We reserve the 5 smallest alphabets
i.e. with the least number of character classes) from the training
et for validation [40].
mini-ImageNet [1] is a general object recognition bench-

ark for FSC, which contains 100 classes selected from
LSVRC-2012 [39], and each class contains 600 samples. The mini-

mageNet is randomly split into 64/16/20 classes for training,

6

alidation, and testing. Following previous works [6,20,41], we
se the data split proposed by Ravi and Larochelle [41] in the
xperiments.
tiered-ImageNet [24] is another common ImageNet-based

enchmark with a much larger scale than mini-ImageNet. It con-
ains 608 classes with 779,165 images from 34 super-categories.
he super-category are split into 20/6/8 disjoint categories, re-
ulting in 351, 97, and 160 classes for training, validation, and
esting. Each class contains 1300 samples. It needs to note that,
ini-ImageNet has a smaller data capacity, it did not concern
ith the similarity between base classes and novel classes. While
he settings of tiered-ImageNet are more challenging since base
lasses and novel classes come from different super-categories,
hus the training data and test data of tiered-ImageNet have much
arger differences in appearance and semantics.

Caltech-UCSD Birds-200-2011 (CUB) [26] is a dataset for fine-
rained classification with 200 different bird species and 11,788
mages in total. In practice, We did not use the provided bounding
oxes to crop the images, instead, the original raw images are
sed, which provides a harder challenge. Note that CUB is only
sed for cross-domain evaluation in the experiment.
Fig. 4 gives some examples for these datasets above.

.2. Preprocessing and data-augmentation

To perform the few-shot learning task, it is necessary to orga-
ize each dataset into collections of episodes (i.e., tasks). Specif-
cally, each task is created by randomly selecting C classes and
support samples for each class. For Omniglot, we construct
task with either 5 or 20 classes, where one support sample

or each class. These tasks are referred to as 5-way 1-shot and
0-way 1-shot tasks, respectively. As for the mini- and tiered-
mageNet, we follow the previous works and create tasks with
-way 1-shot and 5-way 5-shot configurations. For CUB, we as-
ess the performance of the model on both 5-way and 20-way
asks, considering 1-shot and 5-shot scenarios.

In the experiments, standard data augmentation is applied, in-
luding random crop, horizontal flip, and color jittering. We resize
he samples to 28 × 28 for Omniglot, 84 × 84 for mini-ImageNet
and tiered-ImageNet following previous works.

4.3. Architectures

We adopt two commonly used embedding architectures
ConvNet-4 and ResNet-12 that follow the most recent works
[19,28]. The ConvNet-4 is composed of four convolutional blocks,
and each block comprises a 64-filter 3 × 3 convolution, batch
normalization layer, and a ReLU nonlinearity. After each convo-
lutional block, a 2 × 2 max-pooling layer is used to downsample
the feature maps. ConvNet-4 results in 64-dimensional output
space. The widths of the four convolutional blocks both are 64.
The ResNet-12 follows the architecture of ResNet with four basic
locks, each having three convolutional operations. Each basic
lock contains one residual operation. The widths of the basic
lock of the four stages are [64, 128, 256, 512]. Each basic block
as three 3 × 3 convolution layers with batch normalization

and a 0.1 leaky ReLU. A max-pooling layer with stride 2 after
the three convolution layers at each block. ResNet-12 results in
512-dimensional output space. Fig. 5 shows the architecture of

ConvNet-4 and ResNet-12.
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Fig. 4. Example images sampled from Omniglot, mini-ImageNet, tiered-ImageNet, and CUB, respectively.
Fig. 5. Architecture of the feature encoder used in the experiments.
4.4. Implementation details

Training details. All of our models were trained via SGD
optimizer with momentum 0.9. For the pre-training stage, the
initial learning rate is 0.1 and the decay factor is 0.1. The max
training epochs is 100 and the learning rate decays at epoch 90.
The batch size for Omniglot and mini-ImageNet is 128 and for
tiered-ImageNet is 256. For the meta-training stage, the initial
learning rate is 1e−4 and the decay factor is 0.1. We also train the
model with 100 epochs and each epoch contains 1000 episodes
(randomly sampled), the learning rate decays at epochs 40 and
80. Specifically, the meta-training is performed on a 5-way 1-shot
task, where we randomly select 5 classes each with 1 support
sample and 15 query samples. The proposed A-MET only intro-
duces one extra hyper-parameters, i.e. the gradient weight τ of
7

gradient reversal layer gτ in Eq. (11). We tried three settings of
τ in the experiment (0.1, 0.3, 0.5), and find different settings will
affect the convergence difficulty of the model. For the trade-off
between training speed and accuracy, the gradient weight τ is
set to 0.1 in all experiments. For other hyper-parameters, the
weight decay is 5e−4. For tiered-ImageNet, we freeze the batch
normalization layer in the meta-training stage.

Episodic evaluation. Both the two training stage (pre-training
and meta-training) is evaluated in an episodic manner, and the
sampling strategy is consistent with meta-training. Specifically,
the validation interval is 20 epochs and each validation stage
comprises 600 episodes. To get a fair comparison, we perform
model selection according to the validation set. The training loss
curve and the validation result of mini-ImageNet are shown in
Fig. 6. We can observe that A-MET achieves higher validation
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Fig. 6. Training loss curves and validation results for the proposed paradigm
A-MET and the baseline paradigm MET. The training is performed on
mini-ImageNet dataset with ResNet-12 architecture.

accuracy at 60 epochs early than MET. It suggests that A-MET is
able to learn more effectively from limited labeled data. At the
test stage, we perform 2000 episodes and repeat this procedure
5 times to get the average accuracy. We report the average
accuracy and the corresponding 95% confidence interval for all
experiments.

Experimental environment. The experiment was performed
n Ubuntu 16.04 with 1 NVIDIA RTX 3090 GPU. The implementa-
ions are based on PyTorch 1.8 and Python 3.7. For Omniglot and
ini-ImageNet, the pre-training stage takes about 5 GB of GPU
emory. For tiered-ImageNet, the pre-training stage takes about
1 GB of GPU memory. In the meta-training stage, both the above
atasets take about 5 GB of GPU memory.

.5. Main results

We compare the proposed method with classic and state-of-
he-art works on the FSC task. Matching Networks [1] uses non-
tandard train/test splits in the experiment and ProtoNet [28] did
ot perform on the ResNet-12, so we use the re-implemented
esults from previous work [19,42]. It should be noted that
he comparison methods introduce more well-designed architec-
ures, while our method achieves competitive or even better per-
ormance based on a plain network without any extra modules.
n the following experiments, we denote Linear as the transfer
earning strategy, MET (MEta-Transfer) as the previous two-stage
earning paradigm, and A-MET (Adaptive MEta-Transfer) as the
roposed learning paradigm.
Results on ImageNet-based Benchmarks. Table 1 present

he comparison results on two ImageNet-based datasets with
ifferent degrees of domain overlap, utilizing two distinct feature
ncoder structures. It is evident that MET offers a limited im-
rovement on both datasets and even exhibits negative effects on
iered-ImageNet. This finding highlights the impact of instance-
pecific biases on the encoder, resulting from different learning
bjectives. Consequently, by eliminating this bias and making
he learning objective of the encoder towards general features,
significant improvement is observed on A-MET. Moreover, we
bserved that the proposed method consistently improves the
odel performance on the two common architectures. Typically,

he improvement from A-MET on tiered-ImageNet is more no-
iceable. This phenomenon supports our analysis that MET is
ore prone to undesired incomplete features, which limits the

ransferability of the model for generalizing to novel classes. We
lso notice that GSCM is always helpful to the average accu-
acy, and has more advantages in the challenging 1-shot setting.
8

This demonstrates that GSCM helps to distinguish commonalities
when with fewer support samples available. Overall, the improve-
ment on tiered-ImageNet is larger than that on mini-ImageNet.
This proves that the proposed method benefits the scenarios with
large domain differences between the base and novel classes.
Compared with other methods, the proposed method obtains
comparable or even better performance with a plain network.

Results on Omniglot. The comparison results of Omniglot are
shown in Table 2. We first evaluate the model on the common
data setting (‘‘Common’’) proposed by Vinyals et al. [1]. This an
easy setting and all works achieve high accuracy on the 5-way
1-shot task. Furthermore, we evaluate the model on a harder set-
ting (‘‘Hard’’) [40], which is more challenging to solve. Under this
setting, the proposed method obtains better results compared to
other methods. This demonstrates that the proposed method has
more advantages in the scenario with large domain differences
between the base and novel classes.

Cross-domain Evaluation. We conducted further evaluation
of the cross-domain transferability of the proposed method in
two settings: (i) from the generic object dataset mini-ImageNet
to the handwritten character dataset Omniglot, and (ii) from
the generic object dataset mini-ImageNet to the fine-grained
dataset CUB. Specifically, the model was trained on the training
set of mini-ImageNet, which consists of 64 classes and follows
the standard setting. For the Omniglot dataset, we employed
the challenging data split based on the alphabets level, and the
test set for cross-domain evaluation contained 20 alphabets. For
CUB, we used the entire dataset for evaluation, which consists
of 200 classes. The evaluation results are shown in Tables 3 and
4, respectively. From the table, we observe that A-MET effec-
tively promotes the transferability of the model. For Omniglot,
the improvement is larger on the 1-shot than on the 5-shot
for both 5-way and 20-way settings. For more challenging CUB,
the overall improvement is smaller than it was on Omniglot. A
possible reason is that fine-grained classification task requires
more attention to detail, but A-MET focuses more on general
characteristics. The results also support our analysis that MET is
prone to undesired representations and the proposed method is
more effective in challenging settings. Moreover, GSCM achieves
more progress on 1-shot than on 5-shot, which proves that giving
suitable embeddings for the sample always helps.

Robustness Analysis. Tables 5, 6, and Fig. 7 present the quan-
titative and graphical results demonstrating the model’s robust-
ness in generalizing to a smaller number of shots or a larger
number of ways. First, we test the model trained on 5-way
5-shot tasks to smaller K-shot settings (K < 5). We can ob-
erve that the performance of the model decreases sharply when
-shot→ 1-shot. Intuitively, a possible reason is that the 1-shot
etting has much uncertainty, otherwise this uncertainty will be
iminished. Moreover, we test the model trained on 5-way 1-shot
o larger C-way settings (C > 5). We can observe that A-MET
hows an advantage in the gradually increasing C-way. Both the
wo curves show that GSCM benefits the 1-shot situation and
-MET improves the overall performance by learning a general
eature representation.

.6. Ablation analysis

We perform the ablation analysis to verify the effectiveness
f each component in the proposed method. The ablation study
s performed on the mini- and tiered-ImageNet for 5-way 1-shot
nd 5-shot tasks, respectively. We use the plain backbone ResNet-
2 as the feature extractor. The ablation study results are shown
n Tables 8, 7, Figs. 8, and 9, respectively. The first row of Table 8
epresents the pre-training stage. From Table 8, we get an average
mprovement of 5.62% of the proposed method.
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Table 1
Comparison results on the 5-way 1-shot and 5-way 5-shot classification task. Average accuracy (%) with a 95% con-
fidence interval. The best results are in bold black. The red font denotes improvement based on the baseline MET
[1,15,19,21–23,28,33–35,42–44].
Method Backbone mini-ImageNet tiered-ImageNet

1-shot 5-shot 1-shot 5-shot

Matching Networksa [1] ConvNet-4 43.56± 0.84 55.31± 0.73 – –
MAML [15] ConvNet-4 48.70± 1.84 63.11± 0.92 51.67± 1.81 70.30± 1.75
ProtoNet [28] ConvNet-4 49.42± 0.78 68.20± 0.66 53.31± 0.89 72.69± 0.74
RelationNet [22] ConvNet-4 50.44± 0.82 65.32± 0.70 54.48± 0.93 71.32± 0.78
Linear ConvNet-4 50.44± 0.47 65.37± 0.37 51.68± 0.50 70.30± 0.36
MET ConvNet-4 51.16± 0.46 66.64± 0.37 51.81± 0.49 70.21± 0.36
A-MET (Ours) ConvNet-4 54.10± 0.47 +2.94 68.77± 0.38 +2.13 54.92± 0.52 +3.11 71.77± 0.42 +1.56
A-MET w/ GSCM (Ours) ConvNet-4 56.64± 0.51 +5.48 69.88± 0.38 +3.24 59.65± 0.54 +7.84 72.67± 0.43 +2.46

Matching Networksa [1] ResNet-12 63.08± 0.80 75.99± 0.60 68.50± 0.92 80.60± 0.71
ProtoNeta [28] ResNet-12 60.37± 0.83 78.02± 0.57 61.74± 0.77 80.00± 0.55
CANet [23] ResNet-12 63.85± 0.48 79.44± 0.34 69.89± 0.51 84.23± 0.37
ProtoNets+TRAML [43] ResNet-12 60.31± 0.48 77.94± 0.57 – –
Meta-Baseline [19] ResNet-12 63.17± 0.23 79.26± 0.17 68.62± 0.27 83.74± 0.18
ConstellationNet [44] ResNet-12 64.89± 0.23 79.95± 0.17 – –
RENet [35] ResNet-12 67.60± 0.44 82.58± 0.30 71.61± 0.51 85.28± 0.35
MetaOptNet [33] ResNet-12 62.64± 0.61 78.63± 0.46 65.99± 0.72 81.56± 0.53
MetaOptNet+ArL [34] ResNet-12 65.21± 0.58 80.41± 0.49 – –
APP2S [42] ResNet-12 66.25± 0.20 83.42± 0.15 72.00± 0.22 86.23± 0.15
DeepBDC [21] ResNet-12 67.34± 0.43 84.46± 0.28 72.34± 0.49 87.31± 0.32
Linear ResNet-12 62.07± 0.46 78.90± 0.33 65.76± 0.55 79.15± 0.41
MET ResNet-12 63.16± 0.47 78.86± 0.33 66.25± 0.54 79.30± 0.40
A-MET (Ours) ResNet-12 64.61± 0.47 +1.45 80.06± 0.32 +1.20 69.39± 0.57 +3.14 81.11± 0.39 +1.81
A-MET w/ GSCM (Ours) ResNet-12 68.47± 0.51 +5.31 80.89± 0.33 +2.03 74.08± 0.54 +7.83 84.91± 0.35 +5.61

aDenotes the result obtained by re-implemented.
Table 2
Comparison results of 5-way and 20-way 1-shot classification tasks on Omniglot.
The feature encoder for all methods is ConvNet-4. Common and Hard represent
data split setting.
Setting Method 5-way 20-way

Common

Matching Networks [1] 97.90 93.50
ProtoNet [28] 98.80 96.00
RENet [35] 99.32 96.73
MET 98.50 96.00
A-MET w/ GSCM (Ours) 99.50 98.53

Hard

Matching Networks [1] 97.44 93.91
ProtoNet [28] 97.95 94.46
RENet [35] 98.18 95.70
MET 98.31 95.31
A-MET w/ GSCM (Ours) 98.74 96.12

Table 3
Evaluation of cross-domain transferability: mini-ImageNet → Omniglot, with
esNet-12.
Method 5-way 20-way

1-shot 5-shot 1-shot 5-shot

MET 76.16 90.36 52.36 75.35
A-MET 81.84 93.29 60.94 82.12
A-MET w/ GSCM 86.89 94.17 64.52 83.35

Table 4
Evaluation of cross-domain transferability: mini-ImageNet → CUB, with
esNet-12.
Method 5-way 20-way

1-shot 5-shot 1-shot 5-shot

MET 45.41 62.01 14.69 23.91
A-MET 47.28 64.64 18.48 28.21
A-MET w/ GSCM 49.46 64.95 22.01 31.43

Effects of A-MET. Table 8 shows the prediction results on the
ini- and tiered-ImageNet. As mentioned earlier, mini-ImageNet
as a large domain overlap as it does not consider the similarity
9

Table 5
Quantitative results of the robustness of the model in generalizing to a smaller
number of shots.
shots MET A-MET A-MET w/ GSCM

5a 78.37± 0.34 80.20± 0.32 80.82± 0.33
4 77.18± 0.35 78.70± 0.34 79.55± 0.35
3 74.88± 0.37 76.53± 0.36 77.83± 0.37
2 71.05± 0.41 72.70± 0.40 74.75± 0.42
1 63.13± 0.46 64.61± 0.47 68.47± 0.51

aRepresents the model is trained under this setting.

Table 6
Quantitative results of the robustness of the model in generalizing to a larger
number of ways.
ways MET A-MET A-MET w/ GSCM

5a 63.16± 0.47 64.41± 0.47 68.47± 0.51
6 59.00± 0.41 60.36± 0.42 64.16± 0.46
7 55.16± 0.38 56.72± 0.38 60.71± 0.41
8 52.11± 0.34 53.86± 0.35 57.20± 0.38
9 47.16± 0.31 51.07± 0.31 54.76± 0.30
10 42.99± 0.26 48.85± 0.29 52.31± 0.33

aRepresents the model is trained under this setting.

Table 7
Average 5-way accuracy on mini-ImageNet. Base gen. and Novel gen. denote the
generalization ability for the base and novel classes, respectively.

Base gen. Novel gen.

1-shot 5-shot 1-shot 5-shot

MET 87.26 93.53 65.07 80.26
A-MET 87.37 93.29 69.76 81.98

between base and novel classes, whereas the tiered-ImageNet
does the opposite. We can observe that the proposed A-MET
paradigm is effective in both situations and performs better on
the tiered-ImageNet dataset. This demonstrates that A-MET can
detach the instance-specific bias and enhance the transferability
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Table 8
Ablation study on mini- and tiered-ImageNet for 5-way 1-shot and 5-shot tasks. The first row represents the feature encoder
pre-trained in a standard supervised manner. The proposed A-MET is represented as MET with ADAPTIVE.
MET ADAPTIVE GSCM mini-ImageNet tiered-ImageNet

1-shot ∆ 5-shot ∆ 1-shot ∆ 5-shot ∆

62.07 – 78.90 – 65.76 – 79.15 –
✓ 63.16 +1.09 78.86 −0.04 66.25 +0.49 79.30 +0.15
✓ ✓ 64.61 +2.54 80.06 +1.16 69.39 +3.63 81.11 +1.96
✓ ✓ 66.75 +4.68 79.08 +0.18 72.81 +7.05 80.13 +0.98
✓ ✓ ✓ 68.47 +6.40 80.89 +1.99 74.08 +8.32 84.91 +5.76
W
e
c
q
i
p
c
m
i

d
d
m
c
i

5

f
i
s
e
l
f
t
m
t
f
t
i
c
n
M
l
a
p
l
l
i
G
t
d
A
d
a
t
w

Fig. 7. Performance of generalizing to smaller shot and larger way. When the
hot changes, the way is fixed, and vice versa.

f the model to novel classes. The results also highlight the im-
ortance of A-MET in adapting to different datasets with varying
omain overlaps.
Fig. 8 presents the visualized Class Activation Mapping (CAM)

f query samples for three different methods. We observe that the
eature encoder, which is pre-trained using the standard super-
ised method, tends to focus on small and incomplete features
‘‘Linear’’). Despite the fine-tuning of the encoder through the
eta-learning strategy to adapt it to few-shot tasks, there are
till features that are not suitable for the similarity measurement
etween two samples (‘‘MET’’). Such a phenomenon might result
n suboptimal performance in downstream tasks or operations. In
ontrast, the model trained with the proposed A-MET paradigm
an capture more general and robust features. The visualized
AM results demonstrate the effectiveness of A-MET in learning
eature representations that are generalizable and more robust to
ownstream tasks.
Table 7 presents the generalization ability of the model for

oth base and novel classes. The generalization performance of
ase classes is evaluated by sampling episodes from unseen sam-
les in the base classes, while the generalization performance of
ovel classes refers to the performance of episodes sampled from
ovel classes. Specifically, we define the base classes as the train-
ng set and the unseen samples are selected from ILSVRC-2012
 w

10
that are not included in mini-ImageNet. For novel classes, we use
a combination of the validation set and test set, which includes
a total of 36 classes. From the table, we can see that the model
trained with A-MET achieves higher generalization performance
for novel classes while maintaining competitive performance for
base classes compared to MET.

Effects of GSCM. The quantitative results are shown in Table 8.
e can see that GSCM has a significant improvement in the

valuation metric. It improves the average accuracy by 3.22%
ompared with MET. Benefiting from GSCM, the predictions of
uery samples can refer to the corresponding support samples
n an episode to obtain more consistent prediction results. Com-
ared with 1-shot, the improvement on 5-shot is limited. This
an be attributed to the fact that the 5-shot setting provides
ore support information, which in turn reduces the impact of

rrelevant features on prediction results.
The visualizations of the focal regions on query samples with

ifferent supports are shown in Fig. 9. The visualization results
emonstrate that the focal regions of the query samples are
ore consistent with the corresponding support samples, which
onfirms the effectiveness of GSCM in reducing the impact of
rrelevant features on the predictions of the model.

. Conclusion

In this paper, we present a simple method that enables ef-
ective few-shot classification task. First, we explore the insights
nto the cooperation between transfer learning and meta-learning
trategies based on the Few-shot Classification (FSC) task. Our
xperiments reveal an overlooked discrepancy between the two
earning strategies. Second, we propose a new learning paradigm
or the FSC task that aims to detach undesired representations in
he meta-training stage. Additionally, we analyze the prediction
echanism and propose a new measurement for more consis-

ent predictions. Finally, we evaluate the proposed method on
our public FSC benchmarks. Experimental results demonstrate
hat the proposed method can consistently improve performance
n common settings and achieve better generalization in novel
lasses. The proposed method is decoupled from the specific
etwork structure and can be applied to arbitrary architectures.
eanwhile, the proposed method has more advantages with

arge domain differences between the base and novel classes
nd less support information available. Despite its promising
erformance, the proposed A-MET paradigm does have certain
imitations. It is specifically designed for a two-stage few-shot
earning strategy, as the key classifier of the adversarial training
s derived from the first stage. Additionally, the effectiveness of
SCM relies to some extent on the feature embedding. Compared
o employing GSCM on the MET directly, A-MET can further
emonstrate its ability by ensuring a robust feature embedding.
potential solution to address these limitations is to design a

ebiasing network that can debias spontaneously. This can be
chieved by integrating a bias indicator into the network and
raining the model end-to-end. This approach is similar to the
ork proposed in [45] and has shown feasibility. In future work,

e plan to investigate an end-to-end solution for the few-shot
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Fig. 8. Visualizations of class activation mapping for query samples. Linear represents the feature encoder pre-trained in a standard supervised manner.
Fig. 9. Class activation mapping (CAM) of query samples based on different support samples. It reveals that the prediction of query samples should consider support
samples to get more consistent focal regions. Note that the CAM is derived from the proposed method.
learning task that incorporates the advantages of the proposed
method. Additionally, we aim to explore the applicability of this
approach to various other few-shot learning tasks.
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