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ABSTRACT

Level set method is widely used for image segmentation. Re-
cent work combined traditional level set method with deep
learning architecture for image segmentation. However, it
is limited when dealing with medical images because of the
blurred edges and complex intensity distribution, which leads
to the loss of spatial details. To address this problem, we
propose a deep level set method to refine object boundary de-
tails and improve the segmentation accuracy. We integrate
augmented prior knowledge into inputs of CNN, which can
make the level set evolution result has more accurate shape.
In addition, to consider the spatial correlation of the object,
we combine a boundary loss with deep level set model for
preventing the reduction of details. We evaluate the proposed
method on two medical image data sets, which are prostate
magnetic resonance images and retinal fundus images. The
experimental results show that the proposed method achieves
state-of-the-art performance.

Index Terms— Boundary loss, confidence map, deep
level set, medical image segmentation

1. INTRODUCTION

Image segmentation is associated with many application sce-
narios, which requires dense predictions. That is, each pixel
receives an output classification. In Particular, image segmen-
tation is a highly relevant task in medical image analysis that
expects highly accurate segmentation results, but at the same
time objects have blurred edges and complex intensity distri-
bution. Therefore, one of the main research subjects in medi-
cal image segmentation is how to acquire accurate segmenta-
tion result with these limitations.

Over the past years, researchers have explored differ-
ent segmentation methods and highlighted the capabilities of
Convolutional Neural Networks (CNNs) that achieved state-
of-the-art performances. Most studies focused on inferring
a class label for each pixel independently [1–4], which may
come short at yielding compact and uniform predictions.
Level set is a traditional method that widely used in image
segmentation, which can solve this problem. With the level

set formulation, the segmentation problem can be seen as an
energy minimization problem. However, traditional level set
method was usually used as post-processing tool [5]. A sen-
sible solution is to combine deep learning architecture with
level set method. Recent works [5–7] proposed deep level
set methods for image segmentation, which combine the tra-
ditional level set method with deep learning architecture in
an end-to-end fashion. However, these methods may produce
segmentation result with inaccurate boundaries due to the fea-
tures of medical images mentioned above. In addition, some
studies [8, 9] explored the effect of prior knowledge in seg-
mentation tasks by treating prior knowledge as an additional
input to CNN, and they demonstrated its effectiveness. In a
recent work [7], the authors combined deep level set method
with prior knowledge to get more accurate segmentation re-
sult. Although this method have achieved outstanding perfor-
mance on natural image segmentation, but was still insuffi-
ciently accurate for clinical use because of the loss of object
boundary details.

In this work, we aim to overcome the aforementioned
problems and improve the medical images segmentation per-
formance. We propose a deep level set model combined with
augmented prior knowledge and boundary loss to refine ob-
ject boundary details and further improve the segmentation
accuracy. We utilize the confidence map (CM) as an aug-
mented prior knowledge and combine CM with input image
to feed into the CNN, which can make the level set evolution
result has more accurate shape. In addition, we use a bound-
ary (BD) loss to overcome the drawbacks of the loss function
used in traditional segmentation method, which calculates the
loss at each pixel independently. The boundary loss can make
the segmentation result has more boundary details. The pro-
posed method can be trained in an end-to-end manner. An
overview of the proposed method is shown in Fig. 1.

We summarize our contributions as follows: i) We present
the confidence map as an augmented prior knowledge, which
can make the level set evolution result align with the ob-
ject boundary more accurately. ii) We add a boundary loss
to supervise the training process jointly with the cross en-
tropy (CE) loss, which can introduce spatial correlation to
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deep level set model. iii) Compared with the state-of-the-art
method, the proposed method improves the Dice similarity
coefficient (DSC) score 0.4% and 0.2% on the Prostate Mag-
netic Resonance (MR) [10] images and 2D Retinal Fundus
Glaucoma (REFUGE) [11] images, respectively. Ablation
study and result visualization further demonstrate its effec-
tiveness.

2. RELATED WORK

2.1. Prior Knowledge for Image Segmentation

Human-assisted segmentation methods are very important for
reliable extraction of the regions of interest (RoI) because user
interactions can provide supervisory signal to guide segmen-
tation networks. The usual practice is to provide some prior
knowledge before the segmentation, such as the location of
the foreground and background, which can help CNNs per-
form the segmentation task.

In this field, researchers have devoted significant efforts
to simplify user interaction. GrabCut [12] successfully sim-
plified user interaction by dragging a rectangle around the de-
sired object. Extreme Clicking [13] used a novel approach
to replace the traditional bounding box method. The bound-
ing box was obtained by clicking on the left-most, right-most,
top and bottom pixels of objects. Different with this strat-
egy, DEXTR [8] took the four extreme points as a form of
guidance for deep neural network to implement segmentation
task and demonstrated its effectiveness. In a recent work [9],
the authors made a further improvement by integrating aug-
mented prior knowledge for inputs of CNN. By using prior
knowledge, the network can predict more accurate segmenta-
tion results [8].

2.2. Deep Level Set Method for Segmentation

Level Set Method is presented by Osher and Sethian [14] for
front propagation. The idea behind level set method is to
imbed a curve within a surface, that is, transform the low-
dimensional curve evolution problem to a high-dimensional
surface evolution problem. In the level set framework, the
curve is updated iteratively by moving along the descent of
the level set energy. By minimizing the level set energy, the
final zero level set can be obtained as the object boundary.

The application of level set method in image segmenta-
tion has become increasingly popular. Most previous meth-
ods used the level set evolution as a post-processing tool [5].
They are time consuming and rely on a good initialization.
In addition, they cannot train the model end-to-end. To solve
these problems, Tang et al. [5] integrated level set model with
FCNs and iteratively fine-tuned the FCNs by using level set
module. Marcos et al. [6] employed CNN to predict parame-
ters of the active contour models that rely on a good curve ini-
tialization. Wang et al. [7] let CNN to predict initial level set
function and evolution parameters by combining CNN with

Fig. 1. Overview of the proposed method.

level set method. Therefore, the CNN and level set module
can be trained end-to-end. However, for the medical images,
the level set evolution parameters predicted by CNN are not
accurate enough and become a bottleneck of the segmentation
accuracy.

3. METHODS

3.1. Overview of the Proposed Method

An overview of the proposed method is shown in Fig. 1.
Given an input image, we can click on the top, bottom, left-
most and right-most parts of the RoI to get four extreme
points. Moreover, we can get two intersecting segments by
pairing and connecting the four extreme points. Each pixel in
the image has a distance from the intersecting line segments.
We can use the distances to generate a confidence map, which
assigns a confidence score to each pixel in the image domain.
Finally, we combine the extreme points with the confidence
map together as an additional channel and concatenate it with
the input image to feed into the network.

The network structure is shown in Fig. 2. ResNet-101
is used as the encoder of CNN. Feature maps will be ex-
tracted based on different scales and concatenated to feed into
four prediction branches separately. Through the prediction
branches, CNN predicts three level set evolution elements,
which are initial curve, external energy M and internal en-
ergy g. The initial curve is represented by a truncated signed
distance function [7] D, where the zero distance set represent
the initial curve. M and g is used to perform the level set
evolution. After T steps of evolution, the prediction result ŷ
is derived from the initial curve. Then the cross-entropy (CE)
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Fig. 2. Overview of the CNN network.

loss is calculated by using the prediction ŷ and ground truth y.
In addition, the fourth branch of the network predicts proba-
bility maps P . The boundary (BD) loss is calculated by using
P and binary masks which obtained by y. Finally, the CNN
parameters are updated by backpropagation.

3.2. Confidence Map

In order to improve the segmentation performance, we expand
the prior knowledge based on the extreme points. The main
idea is to use the four extreme points to generate a confidence
map [9]. The confidence map can be used as an augmented
prior knowledge to help the training process.

Through the extreme points we can get the following in-
formation suitable for most situations: 1) Four extreme points
can be paired and connected to form two intersecting line seg-
ments s1, s2. 2) The intersection point o of the two line seg-
ments is more likely belong to the RoI. 3) The point x in the
image Ω have a distance from the line segments, we can as-
sume that the smaller the distance between x and the two line
segments, the more likely it is belong to the RoI [9], and vice
versa. The confidence map can be calculated as the following
formula:

ds1(x) =
dist(x, s1)

σs1
, ds2(x) =

dist(x, s2)

σs2
, (1)

where dist(x, s) is the distance from point x to line segment
s. σs approximates the variance along segment s.

d1(x) = min{ds1(x), ds2(x)},
d2(x) =

√
ds1(x)2 + ds2(x)2, (2)

where d1(x) and d2(x) measure the Chebyshev and Ma-
halonobis distance of the point x to line segment s1 and s2.

The confidence map can be obtained by:

CM(x) =
1

1 + d1(x) + d2(x)
. (3)

3.3. Deep Level Set with Boundary Loss

In the level set framework, curve C can be represented as the
(zero) level line crossing the level set function φ(x, y):

C = {(x, y)|φ(x, y) = 0}. (4)

The segmentation of the image is computed by locally
minimizing an appropriate energy function. The key is to
evolve the initial boundary C in the direction of the negative
energy gradient, which is done based on evolution of the level
set function φ(x, y, t):

∂C
∂t

=
∂φ

∂t
= −|φ|F, (5)

where F is the force along the normal direction of the cruve.
The traditional level set method cannot train end-to-end

with CNN. Inspired by deep level set [7], we propose an end-
to-end segmentation method, as shown in Fig. 1. The first
branch predicts a truncated signed distance map D, and the
initial curve for the level set evolution can be represented by
the zero distance set ofD. The second branch predicts motion
mapsM based on the image gradient, which can promote the
curve to the desired position. The third branch predicts a mod-
ulation map g ∈ [0, 1] to keep curvature in the real sharp cor-
ners. Moreover, The fourth branch predicts probability map
for each class to further refine boundary details and improve
the prediction accuracy. Weighted binary cross entropy loss
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Table 1. Ablation study on prostate MR dataset.
Model DSC (%) RVD (%) HD (mm) ABD (mm)
Baseline 96.0± 0.7 −5.8± 1.7 7.4± 3.6 1.2± 0.2
+CM 96.4± 0.5 −3.7± 1.7 7.3± 3.9 1.1± 0.2
+BD 96.2± 0.6 −3.4± 1.9 6.9± 3.0 1.1± 0.2
+CM+BD 96.4± 0.5 −2.9± 1.9 6.8± 3.1 1.0± 0.2

was employed by the previous work [7], which used to moni-
tor the evolution results of the curve:

Lce = −

(∑
(i,j) wpY (i, j)logH(φ̂T (i, j))

+wn(1− Y (i, j))log(1−H(φ̂T (i, j)))

)
, (6)

where wp and wn are the weights of the foreground and back-
ground classes, respectively. Y is ground-truth and H(φ̂) is
evolution result. H is the Heaviside function.

Traditional cross-entropy loss function cannot consider
the global information of the object [15]. In this paper, we aim
to let the network to learn more discriminative features and
improve the segmentation performance. Inspired by [15], we
take the spatial correlation into account by combine a bound-
ary loss with the weighted binary cross entropy loss as fol-
lows:

L = Lce + λLbd, (7)

where λ is boundary loss weight. Specifically, the boundary
loss function is defined as follows:

Lbd =
∑
c∈C

(∫
Ωc

|Yc(x, y)− tci|2H(Ŷ ∗c (x, y))dxdy

+

∫
Ωc

|Yc(x, y)− tco|2(1−H(Ŷ ∗c (x, y)))dxdy

)
, (8)

where Yc and Ŷ ∗c are ground-truth and predicted contour for
class c ∈ C. Ŷ ∗c is a shifted probability map derived from
CNN prediction, that is, Ŷ ∗c = Ŷc − 0.5 ∈ [−0.5, 0.5]. tci
and tco are constant functions that represent average intensity
inside and outside of the boundary in binary ground truth Yc.

During the level set evolution process, the initial contour
evolves iteratively based on the predicted parameters. After
T evolution steps, the final level set function (i.e. segmenta-
tion result) is obtained. Then we calculate the weighted sum
of the boundary loss and the cross-entropy loss, and CNN pa-
rameters can be updated by backpropagation.

4. EXPERIMENTS AND RESULTS

4.1. Datasets and Evaluation Metrics

We evaluate our method on the Prostate MR [10] images and
2D REFUGE [11] images. For prostate data, we use 3795
images and divide it into 70/10/20 for training, validation, and
testing, respectively. For REFUGE data, we use 1200 public
images from official annotation and divide it according to the
official settings. In addition, we crop the REFUGE images to
resolve category imbalance problem.

We utilize the following quantitative measures to evaluate
our method: Dice similarity coefficient (DSC), relative vol-
ume difference (RVD), Hausdorff distance (HD), and average
boundary distance (ABD). For 2D REFUGE images, RVD
score is not taken into account.

4.2. Implementation Details

We use a modified ResNet-101 as the CNN encoder. The last
fully-connected layer is removed and PSP module [3] is used
as the prediction branch.

In the training phase, random noise is added to the
ground-truth annotation to get extreme points used for train-
ing. We follow DEXTR [8] to place a 2D Gaussian around
each of the extreme point to get a heatmap. Each training pro-
cess executes 100 epochs. The training batch size is 10. Initial
learning rate is 3e-4 and decayed by 0.3 every 10 epochs. The
level set evolution phase uses T = 5 both in the training and
testing.

4.3. Experimental Validation

To evaluate the effects of confidence map and boundary loss,
we take DELSE [7] as baseline. An ablation experiment is
performed based on the prostate MR images, which shown in
Table 1. The CM aims to improve the performance on the RoI
, while BD aims to improve the performance on the contour
of the RoI, which is reflected in HD metric.

We compare our method with other state-of-the-art meth-
ods under identical and unbiased settings. The experimental
results are shown in Table 2 and Table 3, which are reported
as mean± standard deviation. The proposed method achieves
the best performance on both the Prostate and REFUGE
datasets (average results of two classes).
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Table 2. Compare with other methods on prostate dataset.
Model DSC (%) RVD (%) HD (mm) ABD (mm)
PSPNet [3] 75.5± 9.4 4.7± 20.5 24.6± 15.3 2.9± 0.7
FCN [1] 82.4± 5.6 6.1± 10.6 19.6± 19.8 2.4± 0.7
U-Net [2] 84.7± 6.5 2.4± 8.0 15.9± 6.9 1.9± 0.4
V-Net [16] 85.3± 6.8 3.5± 8.8 16.8± 6.6 2.0± 0.5
DeepLabv3+ [4] 86.5± 5.1 −6.2± 7.1 23.1± 19.1 2.2± 0.4
GrabCut [12] 78.4± 15.6 12.2± 51.5 21.5± 11.3 2.9± 1.7
DEXTR [8] 95.8± 0.6 −6.5± 1.5 7.6± 3.7 1.2± 0.3
DELSE [7] 96.0± 0.7 −5.8± 1.7 7.4± 3.6 1.2± 0.2
Ours 96.4± 0.5 −2.9± 1.9 6.8± 3.1 1.0± 0.2

Table 3. Compare with other methods on REFUGE dataset. CUP and DISC are two different categories.
PSPNet [3] FCN [1] U-Net [2] DeepLabv3+ [4] DEXTR [8] DELSE [7] Ours

CUP

DSC (%) 63.2± 3.5 84.8± 1.3 86.0± 1.1 70.2± 2.2 95.7± 0.2 95.6± 0.2 96.0± 0.2
HD (mm) 12.2± 1.0 4.0± 0.5 3.3± 0.6 5.7± 1.1 1.4± 0.2 1.4± 0.2 1.2± 0.2
ABD (mm) 1.6± 0.2 0.7± 0.05 0.6± 0.04 1.0± 0.1 0.3± 0.01 0.3± 0.01 0.3± 0.01

DISC

DSC (%) 88.0± 0.6 97.1± 0.2 97.7± 0.1 82.0± 0.3 97.5± 0.1 97.4± 0.1 97.6± 0.1
HD (mm) 7.4± 0.4 2.5± 0.3 2.0± 0.5 9.6± 0.6 2.1± 0.4 2.0± 0.4 2.0± 0.4
ABD (mm) 1.0± 0.1 0.3± 0.01 0.3± 0.01 3.8± 0.4 0.3± 0.01 0.3± 0.01 0.3± 0.01

mean

DSC (%) 75.6 91.0 91.9 76.1 96.6 96.5 96.8
HD (mm) 9.8 3.2 2.7 7.6 1.7 1.7 1.6
ABD (mm) 1.3 0.5 0.4 2.4 0.3 0.3 0.3

We evaluate the accuracy of the predicted boundary curve
in terms of F-measure. We can calculate the recall and preci-
sion of each prediction boundary and get the F-measure score.
The experimental results are shown in Fig. 3.
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Fig. 3. F-measure on prostate MR dataset.

Visualization of segmentation results on the prostate MR
images is shown in Fig. 4. The flaws are fixed by adding
confidence map and boundary loss, which can improve the
closeness between the level set evolution result curve and the
ground-truth.

Fig. 4. Result visualization. The blue, red, and green lines
represent the ground-truth, the segmentation results of base-
line, and our method, respectively.

5. CONCLUSION

This paper presents a medical image segmentation method
that combines confidence map and boundary loss with the
deep level set model. We use confidence map and bound-
ary loss to make the segmentation results have more accurate
shape and boundary details. Compared with the state-of-the-
art method, our method improves the DSC score 0.4% and
0.2% on the prostate images and retinal fundus images, re-
spectively. The results visualization on prostate images show
that our method can further refine the boundary details. Our
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work evaluates the comprehensive effect of the level set and
deep learning architecture. In some cases, the intersection
point o may deviate from the RoI area. We plan to further
study a feasible solution.
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